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Abstract

Immunogenicity has always been an important consideration in the evaluation of pharmaceutical protein biologics. In this article, method
validation parameters relevant to enzyme immunoassays are described for assays applied to the analysis of anti-drug antibodies, with spe-
cial considerations for immunogenicity to therapeutic monoclonal antibodies. Common strategies for experimental investigation of various
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alidation parameters are proposed. In addition, a novel, yet simple, approach is proposed to categorize the validation effort into
lly interdependent phases, based on the characterization of validation parameters as “system descriptive” or “system controlle
escriptive parameters are those that must be characterized but need not have pre-specified acceptance criteria for assay validatio
ystem-controlled parameters should be understood early in assay development, and optimized and confirmed using a priori accep
n validation to assure sufficient control over them during routine bioanalysis. This approach not only streamlines the validation p
lso eliminates unnecessary redundancies. This validation method can be achieved with proper scientific rigor and remain withi
f GLP compliance. The authors hope that other research groups would engage in discussions on validation of anti-drug antibod
rder to establish a consistent approach across the industry and academia.
2005 Elsevier B.V. All rights reserved.
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1. Introduction

Monoclonal antibodies have demonstrated utility as bio-
therapeutic interventions for immune-mediated inflamma-
tory diseases and cancer. The protein sequence of such
drugs can be non-human, chimeric, humanized, or fully
human. Regardless of their composition, a vital safety con-
cern for regulatory agencies, drug manufacturers, clinicians,
and patients, is the potential for anti-drug immune responses
(immunogenicity) elicited by drug treatment[1]. Anti-drug
antibodies (ADA) may cause adverse events including infu-
sion reactions and hypersensitivity. ADA binding to the drug
can potentially cause drug neutralization, altered biodistri-
bution, or enhanced drug clearance rates, which can result
in reduced efficacy of the treatment. Thus, immunogenic-
ity testing is required to demonstrate the clinical safety of
new biotherapeutic products. The United States Food and
Drug Administration (FDA) requires that anti-drug antibody
responses be detected, characterized appropriately, and corre-
lated with any pharmacological and/or toxicological observa-
tions [2]. Further, with the near-future entry of “follow-on”
or “generic” biologic drugs, immunogenicity will become
a critical feature in demonstrating product comparability.
Immunoassays contribute significantly to our understanding
of immunogenicity. Hence, immunoassays should be prop-
erly developed and sufficiently validated before testing clin-
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assay validation and why is it necessary? What are the val-
idation parameters necessary for ADA testing and how can
they be approached experimentally? And, can the method
validation process be streamlined to improve operational effi-
ciency? Many of these points would be the same for ADA
testing for any biologic product, however, some unique con-
siderations apply to immunogenicity testing for monoclonal
antibody drugs.

2. Anti-drug antibody (ADA) immunoassays

Despite the emergence of novel technologies such
as Biacore® and BioVeris

TM
(previously called IGEN®),

microtiter plate-based ELISAs are still the most widely
used format for testing anti-drug antibodies due to their
high-throughput efficiency, simplicity, and high sensitiv-
ity. Although the general principles would apply to these
other methodologies, the specifics of assay validation dis-
cussed in this paper focus on ADA ELISAs. Either direct
or indirect sandwich-format ELISAs may work well for
non-clinical ADA detection (provided positive control anti-
body is available from the target species) and the aspects
of assay validation discussed in this paper apply generally
to any type of ADA immunoassay. However, because mon-
oclonal antibody-based drug products are often chimeric,
h ible
t man
a nce,
A in
a an-
s ple-
m ical
s see
F sur-
f ted
d pta-
v plate,
A tion
p ermit
d sys-
t
a ated
d

cal samples.
At present, there is no perfect assay for determi

mmunogenicity. However, a number of assay meth
re available including ELISA, radio-immunoprecipitat
ssay, electrochemiluminescence, surface plasmon
ance, and bioassays, each with relative merits and w
esses that have been discussed in recent publications[3–5];
owever, the enzyme immunoassay remains to be the
idely used. Irrespective of the assay format, once a
ethod is developed and optimized, validation should
erformed to assure that the results are meaningful. De

he fact that the FDA has increasing regulatory expecta
n ADA testing, to date there are no specific guidelines

mmunogenicity assay validation.
The purpose of this paper is to provide our perspectiv

he validation of ELISAs used to investigate clinical or n
linical ADA immune responses to therapeutic monoclo
ntibodies with respect to the following questions: Wha
umanized, or fully human, it usually becomes imposs
o employ a sandwich ELISA using a secondary anti-hu
ntibody detection reagent to test clinical samples. He
DA ELISAs in our laboratory are most often designed
bridge-format, which provides high selectivity and p

pecies ADA detection capability, making it feasible to im
ent a single assay format for both non-clinical and clin

tudies. Two formats of ‘bridge’ ELISAs are common (
ig. 1): in which the drug is either coated directly onto the

ace of polystyrene microtiter plate wells, or the biotinyla
rug is bound indirectly to the plate surface using stre
idin. In either case, when a test sample is added to the
DA in the sample binds to both the solid phase and solu
hase drug. Solution phase drug is labeled so as to p
etection of binding. Common examples of detection

ems include enzyme-conjugated drug (Fig. 1, format-1) and
chromogenic substrate, or a combination of biotinyl

rug and streptavidin-conjugated enzyme (Fig. 1, format-2)
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Fig. 1. Two formats of bridge ELISAs.

followed by a chromogenic substrate. The latter format has
the benefit of signal enhancement; the former may be used to
reduce non-specific or low-affinity antibody binding that may
cause substantial interference in certain subject populations
(e.g., rheumatoid factors in rheumatoid arthritis patients).
The optical density (OD) of the resultant colored product
is recorded using a spectrophotometer. Within a unique lin-
ear range for any assay, the magnitude of the OD tends to
be directly proportional to the ADA level in the test sample.
However, this relationship is unique for each sample, and is
not accurately quantifiable. This is because each sample rep-
resents a unique biologic response individually selected from
the patient’s repertoire and probably further modified through
affinity maturation and epitope spreading. As a result, the
assay positive control is never identical to the ADA analyte.

3. Method validation

For any analytical method, its performance and reliability
must be demonstrated to ensure a high level of confidence
on the test results. Without an understanding of the system-
atic and random variations in an assay it is not possible to
set appropriate criteria that allow accurate differentiation of
a truly positive result from a truly negative result.Validation
is the process of demonstrating, through the use of specific
l
i
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r plex

biological matrix such as serum or plasma. Notwithstanding
the regulatory obligation to validate assays, it is important to
understand whether a newly developed (or “standardized”)
assay will continue to perform as expected when applied to a
large number of heterogeneous samples under actual analyt-
ical conditions over time. Without formal investigation, can
we assume that the results will be the same when the assay
is performed by different scientists, and on different days?
How do we know that the results are correct? Would a test
sample that is tested after a period of refrigeration or frozen
storage produce the same result as a fresh sample? Without a
demonstrated understanding of the above issues, how can we
rely on the results produced by an assay? And most critically,
are we using reliable data to make decisions regarding clini-
cal trials, and providing such information to the FDA? Thus,
validation is not just a regulatory burden, but also a critical
scientific and business obligation for a drug manufacturer.
Therefore, immunogenicity assays for human clinical trials
and non-clinical studies have to be carefully selected, devel-
oped, validated, and conducted.

The initial step in the development of a validation strategy
is to define the analytical objectives of the assay, i.e., what
type of test samples will be analyzed, and what is the expected
readout of the assay? Then, keeping in mind thatvalidation
refers to the determination and maintenance of assay relia-
bility, the following questions must be addressed: (1) What
i ? (2)
W hat
l ust-
n ce of
t ram-
aboratory investigations, that the performance character-
stics of an analytical method are suitable for its intended
nalytical use [6,7]. In the case of ADA methods, suitab
ty includes proof that the assay consistently, reliably,
eproducibly detects drug-specific antibodies in a com
nterferences might be expected from the sample matrix
hat level of accuracy and sensitivity are required? (3) W

evel of imprecision is acceptable? (4) What are the rob
ess and ruggedness needs for the routine performan

his assay? Each of the analytical method validation pa
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eters specified by regulatory documents such as specificity,
selectivity, accuracy, sensitivity, precision, robustness, stabil-
ity, and ruggedness should be pondered carefully; known and
potential variables for each parameter must be identified and
their impact investigated. Additional parameters unique to the
analytical method should also be considered. The validity of
a cutoff value and the minimum required dilution are addi-
tional parameters that apply to ADA ELISAs and must also
be demonstrated. Considerations for each of these analytical
parameters are further discussed below.

It should be noted at this point that specific recommen-
dations on sample sizes (number of test subjects, number of
test samples, etc.) have intentionally been omitted in this arti-
cle because factors such as reagent and sample availability,
sufficient statistical power, and the nuances of an assay can
affect sample size determination. Therefore, no single sta-
tistical recommendation can fulfill the needs of all method
validations, although, when resources permit, the general idea
that “more is better” is a good general principle to follow. It
is strongly recommended that a biostatistician review each
method validation plan before execution.

3.1. Specificity

Specificity is the property of an analytical method to
unequivocally detect the target analyte[8], and with minimal
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sent the test population. For example, it has been observed
that the ADA response generated during a toxicology study
in which rabbits are repeatedly treated with a human thera-
peutic antibody will generate rabbit IgG of high affinity to
the human IgG constant region. An improved control analyte
for such an analysis might be an affinity-purified antibody
from a hyper-immunized rabbit. In contrast, human subjects
acutely treated with the same human therapeutic antibody
predominantly produce low-affinity IgM or IgG against an
epitope of the drug’s complementarity-determining region(s)
[9]. Clearly, an assay validation based solely upon detection
of the high affinity human Fc-specific rabbit analyte might
not be representative or adequate to support the validation
and subsequent ADA analysis for human clinical trials.

Specificity of analyte binding can be demonstrated by
immunodepletion analysis. Positive control(s) or positive
sample(s) can be tested in the assay after pre-incubation with
the drug (which should inhibit signal in the assay) or with
structurally similar molecules such as an unrelated antibody
drug molecule or purified human/animal immunoglobulin
(which ideally might not influence drug-specific assay sig-
nal significantly).

3.2. Selectivity

Specificity in the presence of components expected to be
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r no cross-reactivity to unrelated analytes. It is impor
o validate specificity during validation, during revalidat
riggered by a reagent change, or when a new method is
ared with a standard method.

In the case of ADA assays, the target analyte is gene
olyclonal, comprised antibodies of various isotype clas
pecificities, and affinities; hence, no single positive con
an accurately represent the target analyte. It follows
hat the selection of representative analyte(s) plays an im
ant role in the validation process. For clinical assays, hu
DA is ultimately the analyte of interest. However, beca
ssay development and validation typically precede clin

rials, ADA positive controls from humans are rarely av
ble during initial assay development and validation. E
hen a human positive sample becomes available, one
ot have sufficient quantities, or patient consent, to us

his purpose. Furthermore, ADAs tend to be unique to
rug program, leaving the investigator with the challe
f obtaining representative positive samples for each a
evelopment and validation. The situation is further com
ated by the fact that ADAs are polyclonal, and so w
n ADA assay may function across isotypes, species,
ssay performance may vary quite noticeably when c
aring antibody responses of disparate properties, and
aking comparisons across species. Thus, the so-calle

yte in an ADA assay is not a defined molecule, but rath
roup of different molecules sharing a capacity for drug b

ng. When establishing specificity, accuracy, and sensitiv
ay be informative to employ several control analytes f
ifferent sources or individuals that may reasonably re
-

resent in the sample matrix (interfering substances), ref
o as ‘selectivity’, can be challenging to validate. In an A
ssay, the specificity remains the same but selectivity can
etween test samples due to the heterogenous and po
hic nature of samples from higher mammals and hum
ence, a reasonably sized population of representative
les must be analyzed during validation to assure a p
stimate of assay selectivity. Albumin and gamma globu
ormally the major components of plasma or serum, ca
source of interference in an assay. Other component
ay cause interference are specific proteins present in

icular disease populations (such as rheumatoid factor
ubstances that bind competitively with the analyte (inc
ng the drug itself or the drug target). Furthermore, lipe
nd hemolyzed sera may also interfere with ADA detec

n certain assays. Thus, selectivity is a critical paramete
etermines the reliability of an ADA assay, and mus
alidated. Experimental approaches to common selec
ariables are discussed below; nevertheless, it may be
ssary to use an imperfect assay with selectivity prob
espite sufficient attempts at method development and
ization. In such a case, these problems should be des

n the validation report.
To evaluate selectivity, immunoglobulins or anot

otential interfering substances may be spiked into pos
nd negative samples. Positive samples, or mock po
amples (positive control antibody added to a chosenı̈ve
atrix), and negative samples should be prepared w
iologically high but relevant concentration of each po

ial interfering substance. The samples with and withou



368 D. Geng et al. / Journal of Pharmaceutical and Biomedical Analysis 39 (2005) 364–375

interfering substance are then tested and the mean signal
recovered (with added interfering substances) versus the tar-
get (no added interfering substance) is calculated. A typical
acceptance criterion for recovery is 80–125%, in which case
it can be concluded that there is no substantial interference.
Otherwise, it should be inferred that the substance signifi-
cantly interferes with analyte detection.

The effect of the sample matrix (typically serum or
plasma) should be evaluated if more than one sample matrix
could potentially be tested using the assay. Matching samples
(such as serum and plasma) from the same donor should be
compared. Mock positive samples may be prepared by spik-
ing the positive control into naı̈ve serum and plasma samples.
Näıve donor serum and plasma can also be used as the nega-
tive samples. It is likely that positive samples will need to be
represented by mock positive samples. The acceptance cri-
terion is that the matrix should not alter the assay outcome,
i.e., this validation test passes if positive and negative sam-
ples give comparable results when the respective samples in
both matrices are compared.

Selectivity investigations should also include a compari-
son of specificity of the analyte within normal and disease-
state sera in view of the possibility that interfering substances
may be prevalent in some populations or disease states. It
is generally recommended that clinical tests be validated
using sera from the target population, whether patients or
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observed effect of this interference is an apparent reduction in
the assay signal that could yield a false negative result. Prepar-
ing a set concentration of positive controls or samples with
varying amounts of experimentally added drug can mimic
the presence of pharmaceutically administered drug in a sam-
ple. Testing such samples can provide information about the
degree of antigen interference that may exist. At present,
significant efforts are underway to discover a means of effec-
tively uncoupling or measuring the drug-ADA complex to
enable detection, or to detect ADA despite the presence of
bound drug. However, this is complicated by an increased
elimination in vivo of high molecular weight complexes, thus
precluding an accurate quantitation of the induced immune
response.

3.3. Dilutional linearity

The linearity of an analytical procedure is its ability
(within a given range) to obtain test results that are directly
proportional to the concentration of analyte in the sample[8].
Estimations of ADA concentration should be limited to titer
estimation due to the inherent dissimilarity between actual
samples and the “reference standard”. When ADA is esti-
mated as a titer, dilutional linearity is nice to evaluate but not
critical. One should ensure that the positive control dilutes lin-
early within a reasonable range, and that the positive control
u rfor-
m ear
r gion
o . If,
h sed
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ealthy volunteers. Likewise, non-clinical studies may ex
ne healthy animals or include disease models. If the ass
xpected to test specific populations (and if specimen
eadily available), then healthy and disease model/pa
amples can easily be compared. However, if the sp
arget indications or disease models have not been co
ively identified at the time of method development
alidation, it is recommended that sera from a numbe
isease states be investigated in addition to normal d
era. Mock positive samples should be prepared by ad
nalyte into multiple individual serum/plasma samples f
äıve patients from the intended population, or a po
ormal human serum if target disease sera are unava
ecovery of the positive signal is evaluated by compa

he mean results of the patient and reference popula
piked with the same amount of analyte. As with the c
arison of interfering substances described earlier, a ty
cceptance criterion for mean recovery is 80–125%
ean OD recovered from the patient population comp

o the mean OD recovered from the healthy populat
f recovery is higher or lower than this range, then
alidation report should indicate that there is some de
f interference due to target disease state serum/p
omponents.

A unique feature of ADA assay selectivity is that the d
tself can act as an interfering substance. This issue can
epending on the length of time since the last dose of
as administered (the “wash-out” period) and its phar
okinetic profile. The drug may already be bound to AD
r can compete with the capture of ADA in the assay.
sed to assure system suitability (the day-to-day plate pe
ance or consistency positive control) falls within a lin

egion of the dilution curve rather than on a plateau or a re
f the curve that might include a prozone (hook) effect
owever, the determination of ADA-positive samples is ba
n interpolation from a reference standard curve, then
ery important to demonstrate linearity. Linearity is gen
lly expressed as the regression coefficient, the slope, a
-intercept, of the curve within a specified range (“limits

.4. Accuracy

Accuracy is the agreement between an experimen
easured value and an accepted reference (standard

heoretical “true” value. In other words, it is a measure
he “trueness” of a method[8] and describes systema
rror (mean bias) of a test. Accuracy of a new metho
stimated by comparing it with the results of another
ethod of known accuracy and precision (i.e., a “gold s
ard” method), or through reference material of know
enerally accepted composition. ADA assays are uniqu
ature because there is generally no comparative or sta
ethod available to determine accuracy. ADA immun

ays are quasi-quantitative due to limitations imposed b
election of generic reference standards intended to rep
variety of potential polyclonal responses. Therefore

pproach here is generally an assessment of spike-rec
.e., repeated measurements of the same spiked sample
pecified conditions. Therefore, the accuracy of ADA as
s inferred from selectivity.
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3.5. Cutoff value

Since ADA immunoassays are quasi-quantitative due to
the limitations of the reference standard, sample positivity
is usually determined using a threshold limit of non-specific
background (an OD value), also referred to as a “cutoff” or
“cutpoint”. An assay cutoff is determined by analyzing sam-
ples from näıve individuals, preferably those afflicted with
a target disease, or animals of a disease model. Alterna-
tively, healthy donor samples could be used when it is not
feasible to obtain specimens from a specific disease group
or disease model. Naı̈ve samples producing unusually high
OD results are excluded from data analysis only if the reac-
tivity is shown to be drug-specific. These data are used to
determine a cutoff value that is calculated to yield a false
positive rate of at least 5%. One might ask why it would be
desirable for an ADA assay to have a 5% incidence of false
positive results. In fact, the final incidence of false positives
is much less because ADA evaluations typically also include
a competitive binding step in whichpotentially positive sam-
ples must demonstrate specific binding to the drug before a
sample is determined to betruly positive or negative. This
type of multi-step approach allows one to maintain the low-
est practical cutoff, thus permitting the detection of lower
affinity/concentration antibodies. Ultimately, this facilitates
a broader comparison of ADAs relative to safety and efficacy.
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purified specific antisera for the determination of the quan-
titation limit. This is determined via limiting dilution of a
reference analyte whereby the quantitation limit is the great-
est concentration of the analyte able to reproducibly generate
a signal in excess of the assay cutoff. Due to limitations inher-
ent in the use of a representative analyte, it is preferable to
use at least two positive control analytes, preferably having
different characteristics with regard to affinity, isotype, or
clonality for the determination of ADA assay sensitivity. For
ADA ELISAs, sensitivity varies proportionally with the cut-
off, and so the latter must be validated carefully. Again, it is
important to note that the sensitivity of ADA assays will also
vary based on the positive controls utilized, and it is impos-
sible to determine the ‘true’ quantitation limit because no
positive control or sample can completely mimic all possible
polyclonal ADA responses.

3.7. Precision

Precision is a measure of the degree of reproducibility of
the analytical method under normal operating circumstances.
In other words, it is the degree of agreement among individ-
ual test results when a procedure is applied repeatedly to a
homogenous sample[10]. Precision is measured mathemati-
cally by the random error, or imprecision, between replicate
experiments. It comprises repeatability and intermediate pre-
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In our experience, it is not desirable to have an EL
ssay cutoff less than 0.2 OD units because precision d
rates as absorbance values fall below that level. If the re
t a normal distribution curve (also called Gaussian distr
ion or “bell curve”), a common approach to selecting
utoff is via the mean OD and standard deviation of all nı̈ve
ample test results and defining the cutoff as the mean
.645 times the standard deviation. Statistically, this sh
rovide a false positive result of 5% in a naı̈ve population

f the results do not fit a normal distribution, or the cutof
uch less than 0.2 OD units, this type of calculation is inv
nd an alternative estimation of the cutoff must be perform
referably in consultation with a biostatistician.

.6. Sensitivity

Sensitivity is traditionally defined as the amount of a
yte required to produce a significant change in signal ve
hat obtained in the absence of analyte. There are two
ures of sensitivity: detection limit (often referred to as
ower limit of detection, LLOD) and quantitation limit (ofte
eferred to as the lower limit of quantitation, LLOQ). Det
ion limit is useful for ‘limit’ tests, which measure “positiv
ersus negative” results, i.e., assays that merely subs
te that the amount of analyte is above or below a ce

evel [10]. Quantitation limit, on the other hand, is use
or quantitative assays. As indicated earlier, ADA assay
uasi-quantitative, but regulatory agencies prefer the
ation to report sensitivity in concentration units, not tit
hus, one is required to use monoclonal antibodies or affi
ision[8]. Generally, positive control(s), negative control
nd a diluent sample (representing infinite dilution of s
le during titration) are run on at least three separate
y at least two or three separate analysts. In each ru
nalyst prepares at least three plates, with at least three
ates of each sample. The test samples should originate
dentical aliquots prepared in advance by one individ
his single comprehensive experiment can yield all of
ata required to estimate the various types of assay p
ion. The assay precision of a quasi-quantitative ADA a
an vary depending on the concentration of positive co
ne chooses to use. Using a positive control at a high a

ow concentration is recommended to demonstrate the
ision within the assay range. Negative controls are m
equired to generate signals less than the assay cutof
f the time, however, positive controls are evaluated m
igorously.

Repeatability, or intra-assay precision, is the varia
etween replicate samples on the same plate (well-to
ariation within plate). For each sample, the replicate a
esults of each analyst are calculated separately (mean

CV) on each individual day of testing, and then repe
ility is expressed as the overall average S.D. and %
ypically, repeatability for OD results above 0.2 is expec
o be≤20%.

Intermediate precision comprises inter-assay prec
variation between separate plates), inter-day precision
o-day variation for an analyst), and inter-analyst preci
analyst-to-analyst variation). Intermediate precision is
ulated using the mean OD results of the sample replic
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For inter-assay precision, the mean ODs of replicate sam-
ples from each of an analyst’s plates are used to calculate
an inter-plate mean OD result, the S.D. and %CV. The aver-
age inter-plate S.D. and %CV of the various analysts on the
various days is calculated and this represents the overall inter-
assay precision of the method. For inter-day precision, the
inter-plate mean OD results of each analyst over the days are
used to calculate the inter-day S.D. and %CV per analyst.
Then these values from each analyst are combined to derive
the average inter-day precision. Finally, for inter-analyst pre-
cision, the inter-plate mean OD results of all analysts are used
to calculate the inter-analyst S.D. and %CV each day. Then
values from each day can be combined to derive the average
inter-day precision. Typically, intermediate precision≤30%
is considered acceptable.

3.8. Robustness

Robustness is an indication of the reliability of an assay,
assessed by the capacity of the assay to remain unaffected
by small, but deliberate, variations in method parameters[8].
The focus of robustness is to analyze assay consistency under
relevant, real life changes in standard laboratory situations.
Parameters to test during robustness testing should be based
on knowledge of the assay and associated risks. One should
assess which conditions are likely to vary in an assay, in a
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3.10. Stability

Stability studies evaluate assay performance under the
intended storage conditions. Ideally, the conditions should
mimic the expected sample and reagent handling conditions,
storage temperature(s), and varying lengths of storage time.
While regulatory guidances on method validation[8–10] do
not address this type of stability testing, it is an important
aspect of method validation. The stabilities characterized
should include the controls, test samples, the coated assay
plate (if applicable), and other critical reagents. Some man-
ufacturers provide expiration dates for purchased reagents,
and these may be adopted in lieu of in-house stability valida-
tion. Comparing freshly prepared controls and samples with
those that have been stored under conditions to be used for
non-clinical or clinical studies can determine the stability of
samples and controls. Common stability parameters include:
freeze–thaw cycles, 4◦C storage,−70◦C storage, and the sta-
bility of diluted samples and critical reagents. Real clinical
or non-clinical specimens might not exist during validation,
or may be otherwise unavailable for validation testing. In this
case, spiking analyte-negative matrix with the positive con-
trol can generate a mock positive sample. Multiple positive
samples at different concentrations are preferable, if avail-
able. The laboratory should determine the mean recovery of
stored versus fresh positive controls and any positive sam-
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articular laboratory, and design appropriate tests to exa
he parameters that are deemed critical. These may in
hanges in microtiter plate lots, incubation times, temp
ure, number of washes, reagent lot and concentration
nstrumentation. Critical changes would be detected bec
hey would lead to failed control values. To some extent,
hanges may occur during the previously described valid
teps, and as such are understood prior to robustness e
entation; however, one should make deliberate, contro
nd finite changes in order to describe these parameters

ully.

.9. Ruggedness

The term ruggedness is absent from ICH method va
ion guidances[8,11], while the validation monograph in t
nited States Pharmacopeia[10] describes it as includin

nter-laboratory precision as well as inter-analyst precis
he ICH documents deal with inter-laboratory variation s
ly as another element of precision, termed ‘reproducibi
uggedness is best defined as a combination of precisio

obustness between laboratories. It can be imagined as r
ess testing wherein the test parameter is an entire labo
nit with its own characteristic imprecision. Thus, rugg
ess is useful for assessing the “transferability” of an a

.e., the validity of testing samples in two or more labor
ies. When a single laboratory performs the assay, how
uggedness becomes a non-issue. Investigations of ru
ess are complex, involving many other parameters for a

nter-laboratory comparison.
-

-

-

les. The acceptance criteria for the positive control(s)
ample(s) are that they must generate positive results
mean recovery of 80–125% after storage. We have

bserved a negative sample becoming positive for ADA
ng storage, and recommend that a single negative co
ample is sufficient for the stability study. The accepta
riterion for this control sample is that it reproducibly gen
tes a negative result.

In a freeze–thaw study, at least three aliquots of each
le are prepared and stored frozen (−70◦C, or other relevan

emperature) for at least 24 h, then thawed. The thawing
edure may be assay specific, at 4◦C, room temperatur
r 37◦C, but should be clearly defined. When comple

hawed, the samples should be refrozen to the original
erature for at least 12 h before repeating the thawing pro
nd at least one replicate aliquot of each sample shou

hrough at least three freeze–thaw cycles. The freeze–
ycles should be staggered so that all samples are
ogether against samples freshly prepared in an identical
er to their frozen counterparts.

In a study of sample stability at 4◦C, the samples or co
rols should be thawed and then stored at 4◦C for a relevan
eriod of time, such as 28 days. In this example, a minim
f two time points (days 0 and 28) are needed, but interm
te time points such as days 7 and 14 are also recomme
ultiple aliquots of each sample and the controls shoul
repared and stored at−70◦C, the exact number of aliquo
epending on the number of time points one plans to eva

n the study. The first set of aliquots (positive and nega
ontrols, and at least one sample/mock sample) are th
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and held at 4◦C from day 1: these will become the 28-day
stability samples. Similarly, sets of aliquots are thawed on
days 7, 14 and 21 and also held at 4◦C, representing the
21-, 14- and 7-day stability samples. The last set of aliquots
is thawed on day-28, and serve as freshly thawed (“day-0”)
comparator samples. All samples are then tested together, and
recoveries of the spiked positive control in the various sta-
bility test samples are calculated relative to the comparator
samples.

Antibody samples and controls are generally assumed to
be stable as long as they are stored frozen at−70◦C. How-
ever, for a validated assay, this must also be demonstrated.
Experimentally, this is demonstrated in the same manner as
the 4◦C stability study described above, except that aliquots
are instead stored at−70◦C and individual aliquots analyzed
periodically for extended intervals up to several years. The
same process could be applied to samples stored at−20◦C.
Note that assay “drift” may be difficult to distinguish from
loss of stability of the control samples at−70◦C.

In some analytical situations, it is more convenient to
dilute samples one day prior to analysis and store overnight
at 4◦C. However, it is important to demonstrate the stabil-
ity of diluted samples if the laboratory plans to store them
for extended periods of time preceding analysis. To test the
stability of diluted samples, positive and negative samples
or mock samples are prepared at the final dilution used for
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at −70◦C in small, preferably single-use, aliquots that can
be discarded a short time after thawing.

3.11. System suitability controls

Because ADA assays often lack a standard curve, positive
and negative control ranges are validated and monitored dur-
ing the study to assure the continued reliability of the assay
under routine performance. During validation, the assay con-
trols should be tested multiple times by multiple operators
over a period of time. The overall results should be used to
calculate a mean± 2S.D. or mean± 3S.D. range for each of
the positive and negative controls (QC samples), comprising
the acceptance range for routine assay runs.

4. Streamlining the method validation process

In order to proceed in a logical fashion, ADA assay per-
formance criteria must be defined early in the course of assay
development[4]. In the final stages of assay development,
the method becomes locked in because it appears to meet
those performance criteria. At that point, it is typical to con-
duct informal pre-validation studies, prior to commencement
of formal validation, in order to more fully verify assay
performance and obtain unprejudiced (or “more accurate”)
p ters.
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nalysis, and stored under the conditions that will be us
tore actual test samples (for example, 4◦C overnight). The
tored samples are analyzed side-by-side with freshly di
amples and the results compared.

For operational efficiency, it may be desirable to s
atches of coated and blocked assay plates for later use
tability is assessed using one batch of coated plates t
ositive and negative samples (assuming frozen sample
table, these would be prepared and frozen ahead of tim
onsecutive time points during plate storage (e.g., throu
ays at 4◦C). The use of freshly prepared sample at each
oint is recommended only if sample stability is an issue
minimum, the first and last (e.g., days 0 and 7) time po
ust be evaluated, but analyzing more time points in betw
ould allow one to observe trends.
The percent signal (OD) recovered from positive sam

s calculated each day as a percentage of the result de
rom the freshly coated (day 0) assay plate. If multiple p
tive samples are tested, the mean percent recovery is
alculated. A typical acceptance criterion for the pos
ample is 80–125% recovery of the signal from the fre
oated plate.

Lastly, the stability of other critical assay reagents sh
e considered. For reagents stored according to the man

urer’s recommendations, stability testing is not neces
ey reagents synthesized by the testing lab, such as ant
onjugates, require stability testing. This can be perfor
n an analogous manner to that described above for sa
tability. If reagent stability is unknown or found to be
roblem, it is recommended that critical reagents be fr
t
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re-specified acceptance criteria for validation parame
enerally, subsequent formal validation studies, perfor

or the purpose of meeting good laboratory practice (G
egulations, generate data that are just “more of the sa
his “validation after validation” redundancy seems to w
significant amount of resources. If a laboratory consist
perates according to GLPs, it would seem reasonable
re-validation data, or even late-stage development re

o help satisfy certain validation criteria, saving both t
nd effort. Thus, a focused and more efficient approa
arranted, and our proposal is described below.
Fig. 2depicts a generic, high-level outlook of the proc

rom method development to bioanalytical testing of clin
nd non-clinical samples. To facilitate improved efficienc

he method validation process, it is proposed that valida
arameters be categorized into ‘system-descriptive’ ve

system-controlled’. The word ‘system’ is applied here
mphasize that a valid assay comprises much more tha
ethodological steps alone; in fact, the laboratory equipm
lectronics, assay performance controls, the samples
nalyzed, and other variables, constitute an integrated s
the assay).

System-descriptive parameters are assay features that “a
hat they are”, and once established, are not expect
ignificantly vary for a well-optimized method. Hence, t
ust be characterized but need not have pre-specified a

ance criteria for assay validation. In contrast, change
ystem-controlled parameters can affect system descripti
arameters, potentially producing unreliable assay re
ven though an SOP is followed, assay results (the
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Fig. 2. The typical process from method development to bioanalytical testing of clinical and non-clinical samples.

assay reliability) can depend on the particular laboratory,
the analyst(s), equipment, reagent lots, incubation times and
temperatures, etc. System-controlled parameters should be
understood early, described in the SOP, and confirmed using
a priori acceptance criteria in validation to assure sufficient
control over them during routine bioanalysis.

For ADA assays, we propose that specificity/selectivity,
minimum required dilution, dilutional linearity, and accu-
racy, cutoff value, sensitivity (which depends on cutoff), and
stability are system-descriptive validation parameters. On the
other hand, precision, robustness and ruggedness should be
considered system-controlled. Based on this, the lifespan of
an ADA immunoassay could be categorized into four phases

as shown inFig. 3: method development and optimization,
system-descriptive validation, system-controlled validation,
and in-study monitoring.Table 1indicates the parameters and
the stages in which they might be validated.

4.1. Method development and optimization

Requisite pre-validation method development must be
performed to culminate in an assay what is expected, with
a high degree of confidence, to be “validate-able”. In other
words, an optimal method should be chosen after comparing
data between multiple methods with respect to specificity,
minimum required dilution, non-specific background, signal-

Table 1
Validation parameters and the stages of validation

GLP method development and optimization System-descriptive validation System-controlled validation

Specificity X
Selectivity X
Dilutional linearity X
Accuracy X Xa

Cutoff value X
Sensitivity X
Precision X
Robustness X
Ruggedness X
Stability Xb X
S
ystem suitability controls

a Confirmation only.
b If applicable, using the optimized assay.
X
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Fig. 3. The lifespan of an ADA immunoassay.

to-noise ratio, accuracy and sensitivity, and consideration of
other factors including technical difficulty and throughput.
Fig. 3 lists only a few important steps in method develop-
ment; for guidance on assay development strategies refer to
Mire-Sluis et al.[4]. Method development efforts must result
in an assay protocol that can be executed during the initial
validation phase.

It is a common industry practice to execute method devel-
opment and optimization to determine acceptance criteria
for the various validation parameters. Method development
work should provide preliminary estimates of specificity,
accuracy, minimum required dilution, and sensitivity of the
method. In our opinion, system-descriptive validation data

can be collected from the GLP-compliant parts of the method
development work. For example, specificity is inherent to the
analyte(s) chosen to build an assay; therefore, it need not be
re-demonstrated during validation.Table 2shows an example
of specificity data for an ADA assay of a new biological prod-
uct in our laboratory during method development and subse-
quently in a formal validation. During method development
studies, one operator performed the experiment twice over
two days. In the validation stage, two operators performed the
experiment twice each over two days. Identical results were
found, as expected, between method development and valida-
tion stages. Validating something that was already established
wasted resources and two additional analyst-days. Similarly,
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Table 2
A comparison of method development vs. validation sample data of assay specificity

%Inhibition (specificity)

mAb#1 mAb#2 mAb#3

Method development Validation Method development Validation Method development Validation

Protein-XA 99.2 99.7 99.0 99.5 96.1 96.7
Protein-XB 98.9 97.5 57.9 63.1 56.6 53.6
Peptide-XC 100.8 100.5 22.8 25.0 5.0 3.3
protein-XD 99.1 97.5 98.8 98.1 98.3 95.9
Control protein-Y 0.2 −2.4 −3.4 2.7 −12.5 −4.9
Control protein-Z 4.0 9.8 2.7 4.2 −0.2 2.3

there may be other parameters that need not be validated after
GLP method development.

4.2. System-descriptive validation

Once an optimized assay is available, the system-
descriptive validation phase can begin. In practice, it is an
extension of the method optimization phase, as long as the
established assay procedure remains unchanged, and as men-
tioned earlier, validation data could be obtained from prior
development work. As listed inFig. 3, several critical vali-
dation parameters can be described in the system-descriptive
validation stage. While some target disease sera may have
been tested in the method development stage, it is in the
system-descriptive validation stage that a large number of
samples should be analyzed using the optimized assay, result-
ing in the best approximation of a valid cutoff value. If
selectivity was not demonstrated during GLP-compliant parts
of the method development, it must be characterized in this
stage. For most ADA assays, accuracy can be inferred from
spike-recovery selectivity results; separate experimentation
to demonstrate accuracy is redundant. Sensitivity should be
determined using the validated cutoff value. Using all the
data obtained, acceptance criteria for the system-controlled
final validation parameters (precision and robustness), and
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Fig. 4. A comparison of pre-validation vs. validation data of assay positive
control ranges is shown as an example. The columns represent mean OD
and the error bars represent 2S.D.

tive controls across 38 runs over 30 days. In the validation
stage, two operators tested the positive controls across 37
runs over 29 days. As shown inFig. 4, both pAb and mAb
controls gave identical results between pre-validation and val-
idation studies, clearly showing that time, effort, and money
were wasted. Thus, when thorough pre-validation work is
performed, repeating the same work in a formal validation
can be redundant, inefficient, and expensive.

4.3. System-controlled validation

Given that a significant amount of validation was achieved
in the prior two phases, the final validation phase prior to
the bioanalysis of clinical samples could be relatively short.
As shown inFig. 3, it comprises the use of the SOP and
Pass/Fail acceptance criteria to test precision and robustness
(and ruggedness, if applicable), culminating in a validation
report approved by company management. It is critical to
assure that clinical and non-clinical sample analyses do not
commence without an approved pre-study validation and doc-
umented training of the analysts.

4.4. In-study monitoring

A critical component of the assay lifespan that is often
u eri-
o rre-
s hod.
T d for
he system suitability controls (the positive and negative
amples run on each plate during analytical testing) sh
e initiated at this stage. Sometimes stability is tested u

he newly developed assay (rather than an alternate, e
ished, method), in which case it is recommended that cr
ystem-descriptive validation parameters be understood
o commencing stability studies. This approach will av
epeating stability studies should the validation be termin
ue to unsatisfactory results. System-descriptive valid
ork should culminate in the development of an SOP

ncludes assay acceptance criteria, raw data flow, st
f data, data manipulations, analysis and/or interpretat
tc. Once properly understood, these validation param
eed not be re-tested in a formal validation. For exam

n our laboratory, polyclonal (pAb) and monoclonal (mA
ositive control antibodies were tested multiple times

ng pre-validation and subsequently in a formal validat
uring pre-validation studies, one operator tested the
nrecognized is the need for in-study monitoring and p
dic re-validation. The acceptability of analytical data co
ponds directly to the criteria used to validate the met
hus, once the analytical method has been validate
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routine use, its accuracy and precision should be monitored
to assure that the method continues to perform satisfactorily
[7]. Monitoring the run-to-run performance of QC samples
assures that the assay is performing as well as it did during
validation. There are no true reference standards or calibra-
tors that can be utilized to test accuracy in each run of an ADA
assay. However, the use of QC samples (one or more posi-
tive controls, a matrix negative control, and a diluent negative
control) approximates monitoring of accuracy. Establishing
acceptance criteria for repeatability, and monitoring inter-day
and inter-analyst results of QC samples can assure that the
precision calculated from the validation data is maintained.
Hence, the validation of a method actually does not end until
the method is ultimately retired from analytical use.

5. Conclusion

Immune response assays are designed to detect the pres-
ence of ADAs. In order to accept the data generated by these
assays, these assays must be rigorously validated. For the
novice, this article presented the discrete steps required of
a rigorous ADA assay validation protocol. For the expert in
this field, we have proposed practical and effective solutions
to increase operational efficiency. The latter requires a sci-
entist to understand the nuances of their system to ensure
a las-
s sys-
t ent
m aried
c con-
t racy
w stem-
c utline
p lin-
i nec-
e uthor

believe that this can be accomplished within the realm of
GLP compliance, and welcome further discussion.
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